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Abstract

In many developing nations, massive infrastructure projects like flyovers or underpasses are a big investment and most take
durations of up to multiple number years to complete. This work provides an Al-based traffic control system for intersections at
such locations. The proposed system is viable for modern smart cities where traffic intersections exist with the need for adaptive
switching as a future-proof solution when the cities get in more vehicle load. This work can be built on an already existing
surveillance system of close circuit cameras used to monitor traffic and keep an eye on traffic rules violations. In recent years,
deep learning solutions have shown new avenues of automation and it is still in the growing phase of its life cycle. These neural
network systems are flexible and can be molded to do a variety of tasks. The proposed work contributes to the design of three
neural networks that work in synergy to achieve the task of fluid automated traffic signal switching. Specifically, a
Convolutional Neural Network (CNN) in Inception V2, a Long Short Term Memory Neural Network (LSTM) for forecasting,
and a Deep Neural Network (DNN) for the classification of switching decisions are developed. In this work, adaptive traffic
signal switching is treated as a classification problem and is handled in a sequential manner utilizing the specific strengths of
different neural networks that are easy to maintain in the future. The cost over time for implementing such systems will get lower
as technology progresses and gets easily accessible. This perspective will minimize traffic congestion and aid in reducing traffic
rule violations. Congestion reduction in turn also translates into less wait/travel time and less pollution. As fuel costs increases,
we need to get more efficient in every aspect of transportation and can be achieved with the proposed work.
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1. Introduction

Traffic management is a very important issue all over the world and many developed and developing countries are looking for a
solution to the ever-rising number of road vehicles. Many countries concentrated on going towards public transport and
sacrificing the luxury and convenience of the private vehicle sector. The other solution was to upgrade the infrastructure by
building flyovers and expanding the width of the roads. All these solutions have come a long way to improve the experience of
private travel on road, but the traffic signals have been the same for a long time and only brought to the digital era by the
integration of microprocessors. But signals in concept were not smart or adaptive in nature. A need for adaptive traffic signal
control arose from the fact that there are variations in the performance of the previously implemented systems. These variations
were mostly in a day or soon after the systems were up and operating. The deterioration happened as soon as the conditions
deviated significantly from the base conditions [1]. The proposed system aims to bring this to the information era where data can
be used to optimize everything and anything. This work aims to modernize the system by making it adaptive to the changing
traffic conditions depending on the time of the day and as well as the live input. The process goes through 3 steps of neural
networks, the first section of the model is the CNN network; an Inception V2 network [2] used for the detection and counting of
vehicles in the visible region of the road. The second section is the DNN model used for the classification of the type of
switching that must be done at the intersection. The third section is the forecasting done by the acquired data from the very first
step (CNN network) and predicts the daily traffic by the minute. All these different deep learning systems work in synergy and
help us achieve the desired goal. This proposed system does not provide traffic signal synchronization rather it is a method for
the switch in a single direction of the road. This whole system can be implemented for the N-number of roads connecting to the
intersection with an appropriately designed synchronization tool.

The paper is organized as follows: Section 2 deals with related works. Section 3 presents the proposed work. Simulation
results are presented in Section 4. Section 5 concludes the work.
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2. Related Works

Traffic forecasting and prediction have a long research history, and many have suggested novel implementations using
machine learning and deep learning techniques. Many systems have been suggested for smart traffic management in many
varying platforms such as traffic lights, smart vehicles, etc. NCHRP says that there have been many adaptive traffic solutions
developed by transportation research institutes and agencies all over the world but less than half of them have been deployed and
tested in real-world scenarios [3]. Wang et al. discuss multiple levels of transport intelligence methods and ranks them into 5
levels starting from one that is Model-based, MAXBAND, etc. methods, and the final level is the Model-free learning adaptive
control systems. One of those systems that improved upon the timer-based systems is the Split Cycle Offset Optimization
Technique also known as SCOOT [4]. It is a level 2 intelligent decision-making system. SCOOT was developed by Transport
Research Laboratory for the Department of Transport in 1980; it uses data from the motion sensor to adjust traffic signal delays.
SCOOT is most widely used in the United Kingdom today. Another, level 2 intelligence system is Sydney Coordinated Adaptive
Traffic System (SCATS) [5]. It is a system that manages the traffic signal in a dynamic manner using road traffic sensors and
pedestrian switches to optimize cycle times, phase splits and offsets. It also incorporates a priority traffic facility within it and
considers buses and trams as well. The system is owned by Australia and is in operation in Sydney. The SCAT system is
installed in more than 42,000 intersections across 40 countries. Another work uses USB based camera systems as image input,
and certain image recognition and object counting techniques are employed to determine the amount of traffic and calculate
traffic density [6]. They have also used an RFID reader and tag system to transmit the information required to begin capturing
the images. This system mainly depends on the machine learning technique of Support Vector Machine (SVM) for object
counting which works better than the existing timer-based systems. Arif et al suggested a motor-mounted camera system for a
similar purpose as in [6] but they rely on image processing techniques to determine the region of interest and assess the amount
of time to assign to the traffic light timers. The proposed system involves three different techniques together and hence some of
the technique’s related study on an individual basis is explored. Another prominent approach that many research studies on this
topic was the implementation of deep reinforcement learning [8].

The field of deep learning and neural networks shows a lot of promise when it comes to image recognition-based systems.
Several image recognition approaches can be found; one of them being the localization with a selective search algorithm that
feeds into a DCNN for recognition of the proposed region and uses a linear SVM for classification [9]. The performance of their
system is verified using multiple criteria based on road conditions such as free-flowing traffic, congested traffic, and stop-and-go
traffic in different weather conditions along with camera resolution changes. It was found that the system performance is better at
the daytime with free-flowing traffic conditions. This was especially important for consideration with time of day and the
resolution of the camera inputs. Over the time, the camera resolution will improve but the impact of weather conditions on the
input video stream is something to be taken into consideration.

The other part of the proposed system is the LSTM forecasting method; there have been various attempts at predicting
traffic patterns. A detailed study of the road traffic data using different parameters and techniques is conducted in [9] which
determines that the two fixed points in the data are jam and free-flow, the abrupt changes prove the non-linear nature of the
traffic. The data used for the study is from North-Rhine Westphalian motorways. ARMA and ARIMA are two methods widely
used for forecasting [10]. But these are linear autoregressive models and cannot predict the stochastic and non-linear nature of
the traffic flow [11]. The LSTM & GRU (Gated recurrent unit) fair so much better than those due to the ability to memorize
long-term dependencies. If the LSTM models and GRU models are compared, the GRU units are much simpler to implement
and more efficient for computation. This is due to the fact that the method used for mitigating vanishing gradients is done by
only two gates being a reset gate and an update gate for each cell, meanwhile LSTM has three gates being input gate, output gate
and the forget gate. A proper comparison study has been conducted in [12]. Traffic time-series studies are being conducted for a
long time. A technique presented for prediction using ARIMA is discussed in [13]. A traffic control optimization technique is
proposed by Li et al. using multi-agent deep reinforcement learning by improving the coordination between traffic signals [14].
Egea et al proposed an urban traffic control mechanism using reinforcement learning with three different architectures and
compared it with existing commercial systems [15]. Li et ad proposed various models for adaptive traffic control that rely on
data collected only from connected vehicles [16]. Several similar studies are discussed in [17]-[18].

3. Materials & Methodology

The details of the setup used to train and evaluate the proposed model are provided here. The deep neural network and the Long
Short-Term Memory Neural Network (LSTM) were built on Keras API with TensorFlow backend. The whole experiment is
done on a standard laptop PC running windows 10 OS with Nvidia GeForce GTX 1650 card with 4 GB video memory and an
Intel core i15-9300H CPU, CUDA vl11 and TensorFlow 2.3. The programming environment used is anaconda with python v3.6.
The Object detection and counting API is running on TensorFlow 1.X settings with TensorFlow 2.3. Specific changes disabled.

a. Dataset

The time series prediction model data on traffic density and particularly in this kind of implementation was sparse, even the
available data was not suitable for the needs of this work. Hence, custom synthetic data was developed for training and testing
purpose and would serve until the real-world data is created by the system to run inference over it again by using real-world data.
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The custom dataset is used for both the decision making deep neural network and sequence model in the traffic forecasting
neural network. The data ingestion pipeline is handled by pandas and made into dataframe from .csv file. The three compare
columns in the dataset are made by random number generator that gives numbers at random a at range of -1, 0 and 1. The values
here are associated to a certain condition as follows; first ‘-1’ is when the compared roads count is less than the main road on
which the operation is taking place on, ‘0’ is for condition when both are equal and finally ‘1’ is for when the compared road has
more vehicles than the current one. Another column is a comparison between the car counts at the video against the predicted car
count at that instant from the forecasting LSTM model. The last column is the decision. It is provided by considering the four
comparison columns. For real world implementation, the csv files are not ideal so use of SQL databases is recommended as the
data would be too massive to contain in standard csv file formats that has limited scalability. The implementation of SQL based
database would also make the reading of the input data much quicker as it will not be fragmented into separate files as the
amount of data increases. For this project the dataset contained around 80,000 data points.
For experimental setup, here, csv file is considered.

Table 1: First 5 entries in the input data

day
Time- Car_ compare_| | compar | compar | Train_Pr | count_a . hou day_o _of_ | mo ..
cou . L min f_wee Decision
stamp nt eft e_opp e_right | ediction | nd_pred r _k mon | nth
th

23-09-

2020 2 0 0 -1 0 0 0 0 2 23 9 0
00:00

23-09-

2020 2 0 0 -1 2'219‘;91 1 1 0 2 23 9 0
00:01

23-09-

2020 2 0 -1 -1 2.26;191 1 2 0 2 23 9 1
00:02

23-09-

2020 3 -1 -1 -1 2'219‘;91 0 3 0 2 23 9 5
00:03

23-09-

2020 3 0 -1 -1 3'@;189 1 4 0 2 23 9 1
00:04
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Fig. 1. Correlation Heat Map
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1.1 Preprocessing and augmentation

The entries in the dataset are preprocessed, cleaned for null values, and checked for errors by using pandas and NumPy library
in python. The video input for this experiment is considered as a video downloaded from YouTube as a sample called “4K
camera example for Traffic Monitoring (Road)”. It is used in an .mp4 format. But live input footage can also be employed and
obtained from an IP based close circuit camera by using OpenCV library if required during deployment [19].

1.2 Models and Overall Working

This is a hybrid three-model system where the input is a video stream that provides the number of vehicles in the frame. Those
numbers are saved in a .csv file along with the current time stamp. Some of the sample values are shown in Table 1. The dataset
for all values is maintained in a similar way. A correlation heat map is depicted in Figure 1. This CSV file is used as input for the
sequence model or Long Short-Term Memory Neural Network. (LSTM) model is used for forecasting the monthly traffic for that
specific intersection. The predicted values are again written into the same .csv file. LSTM model output is a regression-based
output so the accuracy is not the metric here. Rather, the mean squared error that measures how close the prediction is to the
actual value is employed. Finally, the Deep Neural Network is used to classify the desired decision. The decision is the right-
most column in the dataset and contains the labels for the classification. In this work, the decision is considered a classification
problem because the decisions are finite in nature and can be selected from these predefined classes. There are six classes labeled
as right, right & forward, only forward, left and forward, left and no change. The output given by the deep neural network is a
number that corresponds to one of those six decisions. The overall working model is shown in Figure 2.

CSV File

Input Video
stream

Traffic signal
synchronizer

Fig. 2. The proposed overall working model

1.30bject counting

Object counting is done by the API with pre-trained convolutional neural network called Inception-V2 trained on MS coco [20]
but ImageNet [21] can also be used for a custom dataset. Inception V2 is an object recognition model and is used to produce
bound boxes around the object of interest. This pre-trained neural network can classify 91 classes ranging from cars and buses to
cats and dogs, etc. It is used to recognize the number of vehicles in the current frame. Vehicles include cars, buses, trucks, and
motorcycles; the sum of a number of all these objects in the frame is used to determine the number of vehicles. The API does the
counting by giving the number of bound boxes on the frame as shown in Figure 3. The object recognition rate and localization
are not very high the inception-V2 model here.
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e S50

Fig. 3. Object counting for one frame

The count accuracy of the API depends on the model’s accuracy. For experimentation purpose, the accuracy is traded for faster
runtimes and lower memory consumption. But more deeper and advanced models like RetinaNet-50 or CenterNet [22] would be
more suitable for deployment purposes.

1.4 Long Short-Term Memory Neural Network (LSTM)

The Long Short-Term Memory neural network or LSTM is

a sequence model and determines the repeating nature of the data. Traffic like many things such as weather and earthquakes are a
predictable pattern-based phenomenon. This pattern can be predicted and forecasted beforehand to be prepared for

what’s to come in near future. Traffic at certain places follows this repeated pattern monthly or annually depending on the place.

Layer (type) Output Shape Param #
Istn (L) (None, 1, 32) 4352
1stm 1 (LSTM) (None, 1, 64) 24832
1stm 2 (LSTM) (None, 32) 12416
dense (Dense) (None, 32) 1056
dropout (Dropout) (None, 32) 2]
dense 1 (Dense) (None, 1) 33

Total params: 42,689
Trainable params: 42,689
Non-trainable params: @

Fig. 4. Proposed LSTM architecture

The proposed model as shown in Figure 4 and 5 consists of three layers of LSTM and a dropout layer with 50% tolerance and the
last layer is a Dense layer with one neuron as output. LSTM is not a classifier and hence accuracy metric is not followed for
measuring the performance. Mean squared error as the measure for performance is employed here as well as for calculating the
loss function. The proposed model uses Adam optimizer for training. The generated forecasts are from 23rd September 2020 to
23rd November 2020 with every minute taken as an entry and one time step at a time. The converted raw input data
representation is shown in Figure 4. Another test was conducted with a GRU model with 64-neuron first layer and a 32-neuron
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second layer and 2 dense layers with eight and a single neuron respectively with a recurrent dropout at the second layer. This
resulted in similar results but was unstable during subsequent reruns of the model. Hence, LSTM model was chosen. But GRU
model execution times were faster compared to the LSTM model. Figure 6 shows input data entries as sample. Several trials
were taken to set the values and accordingly fine tuning was done while choosing the LSTM values. The predictive model was
used to generate the expected traffic load which is compared with the current traffic load which aided in better decision making

during switching the lights.
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Fig. 5. Proposed LSTM model architecture

1.4 Deep Neural Network (DNN)

The deep neural network is the final part of in the predictive models. This model takes input from the object recognition counter
and the long short-term memory neural network models to classify the type of decision that suits the current conditions. The
proposed model architecture is in Figure 7 and Figure 8.

Car counl

(1] 20000 40000 60000 80000
No. of entries

Fig. 6. Input data across all the 80,000+ entries
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Layer (type) Output Shape Param #
dense_1 (Dense) (None, 256) 3072
dense_2 (Dense) (None, 256) 65792
dropout_1 (Dropout) (None, 256) 4]
dense_3 (Dense) (None, 128) 32896
dense_4 (Dense) (None, 128) 16512
dropout_2 (Dropout) (None, 128) [
dense_5 (Dense) (None, 64) 8256
dense_6 (Dense) (None, 64) 4160
dropout_3 (Dropout) (None, 64) 5}
dense_7|(Dense) (None, 6) 390

Total params: 131,878
Trainable params: 131,078
Non-trainable params: @

Fig. 7. Proposed Deep Neural Network
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Fig. 8. Proposed DNN Model Architecture
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The input is similar as shown in Table 1. This proposed model consists of 7 Dense Layers which are in pairs of 2 and one
Dropout layer in-between each pair with 50% tolerance and the last dense layer has 6 neurons as this is a multiclass classification
and each neuron out of the 6 is associated to the decision labels. This is done so that the system could be simplified to a decision,
and each side can give independent outputs to the synchronizer. The DNN training is done in batch size of 32 in 30 epochs with a
learning rate scheduler. The learning rate scheduler is used to reduce the learning rate by a certain amount after every 10 epochs,
this helps the loss function find the proper desired local minima. The DNN is using labels created with respect to the data and
what would be most optimal switching operation to be performed in such a condition to minimize the wait times of vehicles.

3.Results and Discussion

To evaluate the results of this experiment, the accuracy and loss function values of each of the models can be employed. The
object recognition model is pretrained and as per Google Al blog has a Top-1 accuracy of 80.4% and a Top-5 accuracy of 95.3%.
Considering the model is more than four years old the Top-1 accuracy is quite low for real world application where human safety
should be utmost priority. But as discussed earlier, newer and deeper models can solve this problem. Also, a proper camera
frame setting with only one side of road view is needed for good results as the vehicles that have already left the lights after it
became green need not be counted. The Long Short-Term Memory Neural Network (LSTM) neural network is a regression type
deep learning model; hence mean square error, mean absolute error and root mean square error metrics are used to determine the
performance of the model.

model loss
0017 oo
—— validation
0.016
0015

0014

0013

loss

0012
0011
0010

0.009

epoch

Fig. 9. Loss function for the LSTM

The mean square error is also the loss function in this case so one of the graphs is equal to the other and it is intended as such.
The mean squared error stays around 0.0138 and 0.0137 for training and for validation it finishes at around 0.011 and 0.010 the
Figure 9 and 10 show results for final model used for prediction. The mean absolute error is around 0.0915 and 0.0920 for
training and 0.076 for validation. The LSTM model has a Root mean square error score of 4.37 in training and 4.32 in test set.
The outcomes of the LSTM’s forecasting were in acceptable range and not much farther from the original values, but the model
had difficulty in predicting the higher end of the values or the maximum values in the traffic counted.

147



Gandhinagar University - Special Edition ICDSIA-2023

model mse
0017 : : Tain
—— validation

0016

0015 |

0014
20013
€

0012

0011

0010

0.009

epoch

Fig. 10. Mean squared error for the LSTM
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Fig. 11. Mean absolute errors for the LSTM
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But it did show a rise in the predicted values which could be considered as the higher end during operations.
The graph of predicted values against the original input values is displayed in Figure 12. The deep neural network’s performance
can be easily evaluated by measuring the loss and accuracy of the trained model. The Figure 12 shows the loss function graph
and Figure 13 shows the accuracy metric where the highest training accuracy achieved is of 99.95% and highest validation
accuracy of 100%. These metrics show that this system with multiple models can perform the switching task very reliably. The
performance result could not be compared due to the fact that the dataset is a synthetic one and is assuming some specific kind of
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scenarios. The synthetic dataset was used because the data that we came across wasn’t suitable or lacking specific traffic count
criteria in multiple directions which was crucial for the comparison and decision-making process.

— Onginal vahes
40 —— train Predichion values
—— lest Predicton values
k3

Mo, of entries

Fig. 12. Predicted against original input values in the LSTM network
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Fig. 13. Loss graph for DNN
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Fig. 14. Accuracy for DNN

4. Conclusion

Proposed System provides a new smarter traffic signal controller for the traffic lights was the objective of proposed work. The
traffic signal switch incorporates a triple model setup which can be deployed at intersections where the traffic management
systems are struggling to keep up with the rapidly growing population around and at a much lower investment cost than that of
full-scale overhauls like constructing flyovers or underpasses. This method can become the primary foundation to expand upon
and connect the whole road network to different artificial intelligence-based systems and create a future with self-driving vehicles
or semi-self-driving vehicles that can predict and pre-plan routes as required. The Adaptive nature of the system helps it a lot and
reduces the maintenance issues which might arise on a hardcoded timer-based system. This design can be further improved in
regards of traffic forecasting and counting as more resources are available to run faster and bigger computations. Also, the
scalability of deep learning models is very helpful when it comes to operations such as this where there are massive amounts of
input data to learn from and store, this will allow easier upgradations to bigger datasets. Also helps in keeping the model up to
date for future changes and fluctuations that might have been missed in the current sample set. There can be proper
implementations and integration of this system within the Smart city sector and as well as in modern trends like Internet-of-things
(IoT) by connecting other peripheral components to the vehicles and the traffic signal system which can communicate with each
other with a better more fluid data sharing system. The aim and vision for proposed work to design a system for the current road
systems which will mesh modern deep learning techniques for enhancing road traffic systems for a better more modern future.
The models performed well and showed good enough results to be considered for deployment. This work is proposed for smart
city roads while keeping in mind the existing infrastructure that will need an upgrade. This work is intended to be applied where a
high to moderate amount of traffic could be expected.

5. Future work

The current system can have better performance in regards to detection accuracy and precision if better models such as CenterNet
[21] can be implemented as mentioned before. The LSTM can also be improved upon by implementing Minmax scaled attention
into it, which will improve the predictions at the higher end of the predicted values and make the model overall more reliable.
Along with the previously mentioned improvements, more optimized patterns in switching and synchronizing the traffic lights can
be explored. A few additional minor hyperparameter changes can also be explored in order to achieve improved efficiency. An
improved version of data pipeline can be done by migrating to the SQL database or Hadoop ecosystem. It has to be done because
in real-world implementation a lot of data will be generated and hence need for a robust data storage solution is felt.
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